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Machine learning Frameworks 

• TensorFlow 

• Keras 

• scikit-learn 

• PyTorch 

• OpenVINO 

 

 

Outline 
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o Machine learning in Python 

o Simple and efficient tools for predictive data analysis 

o Accessible to everybody, and reusable in various contexts 

o Built on NumPy, SciPy, and matplotlib 

o Open source, commercially usable - BSD license 

 

scikit-learn.org 
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Components of scikit-learn 

• Supervised learning algorithms  
(the spread of machine learning algorithms: Generalized linear models, Support 
Vector Machines, Decision Trees, Bayesian methods, Feature selection…) 

• Cross-validation  
(various methods to check the accuracy of supervised models) 

• Unsupervised learning algorithms 
(starting from clustering, factor analysis, principal component analysis to 
unsupervised neural networks) 

• Various datasets 
(IRIS dataset, Boston House prices dataset) 

• Feature extraction  
(extracting features from images and text, e.g. Bag of words) 

 

 

scikit-learn.org 
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Andreas Mueller 

scikit-learn.org 
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o Machine learning framework based on the Torch library 

o Originally developed by Meta AI, now part of the Linux Foundation 

o It is free and open-source software released under the modified BSD license 
https://pytorch.org/ 

o Defines a class called Tensor (torch.Tensor) to store and operate on homogeneous 
multidimensional rectangular arrays of numbers 

PyTorch 
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The basic pipeline of a PyTorch project 

• Data Loading and Handling 
(torch.utils.data) 

• Building Neural Network (torch.nn, 
torch.optim, torch.autograd) 

• Model Inference and Compatibility 
(torch.onnx, torch.hub) 

 

PyTorch 
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o Open Visual Inferencing and Neural Network Optimization 

o Open-source toolkit for optimizing and deploying AI inference 

o Created and developed by Intel 

o Can be used on Intel CPU, GPU, VPU or FPGA 

OpenVINO 
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o Model preparation 

• Prepare a custom model 

• Adjust a ready-made solution 

• Run a pre-trained network from Model Zoo 

o Supported frameworks 

• ONNX 

• PaddlePaddle 

• TensorFlow* 

• PyTorch* 

• MXNet* 

• Caffe* 

• Kladi* 

 

* formats supported indirectly, need to be converted to OpenVINO IR before inference 

 

OpenVINO 
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Workflow for deploying a trained deep learning model 

o Configure Model Optimizer for the specific framework (used to train your model) 

o Run Model Optimizer to produce an Intermediate Representation (IR) of the model 
based on the trained network topology, weights and biases values, and other optional 
parameters 

o Test the model in the IR format using the Inference Engine in the target environment 

o Integrate Inference Engine in your application to deploy the model in the target 
environment 

 

 

 

 

o .xml - describes the network topology 

o .bin - contains the weights and biases binary data 

OpenVINO 
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Model Optimizer 

o Cross-platform command line tool  

o Facilitates the transition between the training and deployment environment 

o Converts the model to the OpenVINO Intermediate Representation format (IR) 

o Operations: 

• Reshaping – reshape input 

• Modifying the Network Structure – for example remove Dropout layers 

• Standardizing and Scaling – perform operations like normalization 

• Quantization – change datatypes used by model 

 

 

 

 

 

OpenVINO 
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Intermediate Representation (IR)  

o Intermediate representation describing a deep learning model plays an important role 
connecting the OpenVINO toolkit components  

o The IR is a pair of files:  

• The topology file - an XML file that describes the network topology 

• The trained data file - a .bin file that contains the weights and biases binary data 

 

o Intermediate Representation (IR) files can be read, loaded and inferred with the 
Inference Engine. Inference Engine offers a unified API across a number of  
supported Intel platforms. 

o IR can be additionally optimized for inference by Post-training optimization (POT)  
that applies post-training quantization methods 

 

 

OpenVINO 
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o Quantizing Models with POT 

• supports the uniform integer quantization method 

• allows moving from floating-point precision to integer precision during the inference 
time 

• calibrates the network based on the resulting weights and activation values 

 

o After post-training quantization model run faster and take less memory,  
(it may cause a reduction in accuracy) 

o Try using QAT (Quantization-aware Training) to increase accuracy 

 

OpenVINO 
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o Supported hardware (Intel) 

• CPU (Xeon with AVX2, Atom with SSE) 

• GPU (HD Graphics, Iris Graphics) 

• VPU (Movidius Myriad) 

• GNA (Gaussian neural accelerator) 

 

o Supported model format 

 

 

OpenVINO 
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OpenVINO - examples 



Classroom materials Classroom materials 

Related topics 

https://www.tensorflow.org/guide 

https://scikit-learn.org/stable/user_guide.html 

Post-Training Quantization Best Practices 
https://docs.openvino.ai/latest/pot_docs_BestPractices.html#doxid-pot-docs-best-
practices 

Movidius Myriad X VPU 
https://www.aaeon.ai/eu/product/detail/ai-core-x 

Introduction to Torch’s tensor 
https://pytorch.org/tutorials/beginner/nlp/pytorch_tutorial.html 

 


